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1. Course objective and motivation

The purpose of this course is to provide PhD students and junior academics with a bet-
ter understanding of the main econometric tools that are relevant to accounting research.
The course should be of interest to anyone who intends to apply quantitative research
methods in a broad range of accounting research (financial, managerial, auditing, etc.).

After successfully completing basic econometrics courses, many junior academics often
need more practical knowledge and experience to be able to apply the concepts to ac-
counting research settings. For example, although many well-trained junior academics
are familiar with the theoretical notion of “endogeneity” and are aware of available econo-
metric methods, such knowledge is typically helpful only when they truly understand the
nature of their data and the underlying problem they aim to solve.

Using recent academic papers and example datasets in Stata, this course is designed to
help participants better (i) appreciate the relevance of textbook econometric methods for
accounting research, (ii) understand how to apply these methods in accounting research,
and, perhaps most importantly, (iii) understand and recognize the limitations of these
methods. Along the way, we will also explore the benefits of simulation analyses, which
can help make the common econometric problems and solutions more salient.

2. Broad overview of course content and topics

Day Date Topic(s)

1 (Wed) Oct. 19 Endogeneity and controlling for confounding factors
2 (Thu) Oct. 20 Difference-in-differences and fixed effects
3 (Fri) Oct. 21 Matching, instrumental variables, and selection models
4 (Mon) Oct. 24 Standard errors
5 (Tue) Oct. 25 Regression discontinuity design, scaling, and outliers

3. Course setup

This is an intensive, interactive, and discussion-based course. Typically, I will introduce
the main problems and methods using relevant background literature, datasets, and sim-
ulations. After each introduction, participants present assigned papers from the reading
list (the assignment of papers takes place a few weeks before the course starts). To facili-
tate the discussion and learning experience, all participants are expected to have a recent
version of Stata installed on their laptops when participating in the course. A separate
guide to using Stata for empirical accounting research is provided in the Dropbox folder.

There are no formal entry requirements for this course in terms of background knowl-
edge. However, participants are highly recommended to have passed at least one basic
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econometrics course and to have an understanding of the different types of archival data
commonly encountered in quantitative accounting research. Without this background
knowledge, the learning experience will most likely be less effective. Basic prior experi-
ence with Stata and do-files would be helpful as well, but is not required.

As part of the new guidelines implemented by the Limperg Institute in 2019, the course
week itself will form “Part B” of the course. “Part A” consists of a pre-course assignment
that should be submitted before the start of the course. All participants are expected
to complete this assignment in order to satisfy the entry requirement for participation in
the course week. Please see the separate assignment document for more information on
this assignment and its deadline.

All sessions will be held on campus at the Amsterdam Business School of the University
of Amsterdam, Plantage Muidergracht 12, in room M4.02. Please note that there will not
be an option to follow this course online this year. Each day, I plan to start at 9:00 and
finish around 17:00. However, note that these are rough indications of the time needed
and we might occasionally need more (or less) time, so please ensure you are available
from 9:00–18:00 every day. When you are not available to participate on one of the days,
you are not allowed to participate in the course.

4. Assessment

Successful completion of this course is determined by both a sufficient assessment of the
pre-course assignment (“Part A”) and successful participation in the course week itself
(“Part B”). More formally, the assessment will be structured as follows:

1. Pre-course assignment: 40% (must be sufficient for entry into course)

2. Assigned paper presentation(s): 30%

3. Participation and contribution to class discussion: 30%

All participants are expected to have carefully read all required material before the start
of the course. Also note that the course assessment will not be based on participants’
end-level of knowledge and skills, but rather based on the demonstration of effort in en-
hancing their knowledge and skills.

5. Setup of paper presentations

Presentations should be prepared to last approximately 20 minutes without interruption
(maximum of 20 slides). To facilitate discussion, however, each presenter will have a
time slot of about 60 minutes. All other participants are expected to prepare and ask
relevant questions during the presentation. Please note that clarification questions are
also relevant questions!

Because these papers were chosen for their use or discussion of a specific research method,
the emphasis of the presentation should be on the empirical part of the paper. Of course,
it is also important to understand the setting and concepts examined in a specific paper,
but a rich description of the prior related literature or institutional setting is less relevant
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for this course and should therefore receive less weight in the presentation (please email
me if you prefer additional guidance).

6. Detailed overview of topics and required material

Below you can find the details on the required reading material for each day and topic.
A selection of papers will be assigned to participants for presentation a few weeks before
the start of the course.

Day 1: Endogeneity and controlling for confounding factors

We start with a general introduction and review of the fundamental assumptions un-
derlying linear regression estimation using ordinary least squares (OLS), as this is the
primary method used in accounting research. Following this discussion we will focus on
the reasons, and methods available, to “control for” confounding factors in accounting
research settings. In doing so, we will also discuss the benefits to researchers of using a
predictive validity framework (also known as “Libby boxes”) for setting up an empirical
study, look at the differences between archival (observational) studies and randomized
experiments, and discuss important concepts such as internal vs. external validity.

Required reading material:

• Roberts and Whited [2012]: Chapter 2

• Gow, Larcker, and Reiss [2016]: Sections 1–3

• Chenhall and Moers [2007]

• Whited, Swanquist, Shipman, and Moon [2021]

• Donelson, Mcinnis, and Mergenthaler [2013]

• Chen, Hribar, and Melessa [2018]

Day 2: Difference-in-differences and fixed effects

On the second day we continue our discussion on controlling for confounding factors,
but dive a bit deeper into the theory and practice of methods commonly used in the
literature. We will start by reviewing the “potential outcomes” framework for causal
inference and discuss treatment effects and selection bias. Next, we focus on difference-
in-differences designs, fixed effects, and a special form of difference-in-differences design
called “staggered” difference-in-differences, which exploits variation in shocks in the cross-
section and over time.

Required reading material:

• Roberts and Whited [2012]: Chapters 4+7

• Christensen, Hail, and Leuz [2013]

• Gormley and Matsa [2014]

• deHaan [2021]

• Zhou [2001]
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• Jennings, Kim, Lee, and Taylor [2022]

• Baker, Larcker, and Wang [2022]

Day 3: Matching, instrumental variables, and selection models

We next move the discussion to methods that control for confounding factors based on
matching (propensity-score matching and entropy balancing), instrumental variables, and
selection models in accounting research.

Required reading material (matching):

• Roberts and Whited [2012]: Chapter 6

• Austin [2011]

• Armstrong, Ittner, and Larcker [2012]

• DeFond, Erkens, and Zhang [2016]

• Shipman, Swanquist, and Whited [2016]

• McMullin and Schonberger [2022]

Required reading material (instrumental variables and selection models):

• Roberts and Whited [2012]: Chapter 3

• Larcker and Rusticus [2010]

• Lennox, Francis, and Wang [2012]

• Jiang [2017]

• Donelson, Kettell, McInnis, and Toynbee [2022]

Day 4: Standard errors

While the first days focused on the violation of the exogeneity assumption underlying
OLS, which explains the need to control for confounding factors, on this day we will focus
on an OLS assumption that relates to the distribution and independence of regression
errors. Understanding this assumption and its violations is essential for the calculation
of measures of the uncertainty around the parameters we estimate in regressions. The
focus will be on the understanding and computation of cluster-robust standard errors,
but we will also discuss the usefulness and application of bootstrapping methods for the
estimation of standard errors. Because the proper calculation of standard errors for our
coefficient estimates is so important for the inferences we draw from our research, and
because standard errors are often considered a difficult and abstract concept, I decided
to spend an entire day on this topic.

Required reading material:

• Bertrand, Duflo, and Mullainathan [2004]

• Petersen [2009]

• Gow, Ormazabal, and Taylor [2010]
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• Chen, Hribar, and Melessa [2022]

• MacKinnon, Nielsen, and Webb [2022]

Additional useful reading material (not required):

• Cameron, Gelbach, and Miller [2008]

• Cameron, Gelbach, and Miller [2011]

• Cameron and Miller [2015]

• Conley, Gonçalves, and Hansen [2018]

Day 5: Regression discontinuity design, scaling, and outliers

On the final day, we will discuss several more specific topics. A regression discontinuity
design (RDD) is a special form of an instrumental variable design. We will discuss
how RDDs are implemented in accounting research and focus on their intricacies and
pitfalls. We then move on to a discussion about the importance and consequences of
scaling accounting variables by measures of firm “size”. We finish with an evaluation
of the need and methods available to treat outliers in archival research, which brings us
back to the fundamental assumptions underlying OLS and highlights the importance of
understanding the nature and distributional properties of our data.

Required reading material (regression discontinuity design):

• Roberts and Whited [2012]: Chapter 5

• Iliev [2010]

• Tan [2013]

Required reading material (scaling and outliers):

• Easton [1998]

• Leone, Minutti-Meza, and Wasley [2019]

• Gassen and Veenman [2022]
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